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Data management
There are two types of data generated in this study: questionnaire data collected on paper, and data automatically generated as computer files based on participants’ performance of computerised tasks and tests. Assuming proper functioning of computer equipment, the latter form of data will be error-free and will merely need to be extracted from individual task files and organised into a spreadsheet according to participant and time point to allow analyses. Questionnaire data that has been collected in paper form and entered later, however, may be subject to data entry errors. Therefore, prior to conducting analyses of these data, a careful process of data cleaning and verification will be required for these questionnaire data. This process will proceed in the following order, and will be conducted on the whole sample, prior to any unblinding:

1. Conduct range/content checks on all fields. This can be achieved by producing and examining frequency reports for each variable (where relevant – i.e. not applicable to “notes” variables containing explanatory text) to confirm the following:
a. Where data should be restricted to a specific numerical range (e.g. a questionnaire item with a restricted number of answer options), ensure that the minimum and maximum values are actually within this range. Correct any errors by referring to the paper records of the questionnaires.
b. Where data has been entered as words (e.g. medication names, some categorical variables), ensure consistent terminology, spelling, and capitalisation is used so these can be automatically converted to numerical variables without omission or error.
c. For variables with no specific upper or lower limit (e.g. alcohol standard drinks; diazepam doses), produce box-and-whisker plots and double-check extreme outliers against paper records, as extreme values are more likely to reflect data entry errors. For timeline follow-back (TLFB), calculate standard drinks per drinking day (divide total number of standard drinks and drinking days) and double-check any extreme outliers to ensure that number of drinking days and total number of standard drinks are correct in these cases.
d. Check that all medications (in both TLFB variables and in admission information variables derived from medication charts) are correctly categorised (e.g. antipsychotics not classified as antidepressants, etc.)

2. Conduct order checks for pairs/groups of variables in which the value of one conditions the possible values of the other(s):
a. For admission, recruitment, session, discharge, and follow-up dates, check to ensure they are:
i. Within the actual recruitment/follow-up period (e.g. year hasn’t been entered incorrectly).
ii. In the correct order (e.g. recruitment date is after admission date, discharge date is on or after final session date, etc.)
iii. Ensure that we’ve noted (in the “general notes” field) anyone who had 2 sessions on one day or had sessions spread out over more than 4 days.
b. Check age of first drink and age when alcohol became a problem to ensure former is not a higher number than the latter (i.e. you can’t develop an alcohol problem until after you’ve first tried alcohol), and that both are lower than the participant’s current age.
c. In TLFB, check that time to lapse/relapse is not longer than time to follow-up. If both lapse and relapse are present, ensure relapse is at least 2 days after lapse.

3. Check for consistency between fields that are paired by skip patterns or conditionality, or for which there should be consistency between pairs of variables:
a. Check site designation against participant code to ensure it’s correct.
b. Check if the number of sessions commenced matches the number of sessions that are dated.
c. For fields detailing medications administered in detox:
i. Does data entered in “yes/no” fields correspond with subsequent fields?
ii. Do the number of days for which there’s data on medications that were administered (i.e. where a zero or positive numerical figure is entered, rather than “n.a.”) match the length of the admission?
d. Check if years of completed education match the text field describing education.
e. Ensure that, if “first detox episode” question is answered ‘no’, the number of prior detoxes >0; if “first detox episode” is answered ‘yes’, number of prior detoxes =0. Also, ensure that if number of prior detoxes =0, that the baseline service use section also lists 0 detox admissions.
f. Check for consistency between the “any other drugs of concern” variable and whether other drugs of concern are listed, and check that ranking of alcohol within drugs of concern matches its place in the list.
g. Check for consistency between presence of family history of substance use disorder (yes/no) and the content of the neighbouring text field.
h. Check for consistency between presence of psychiatric disorder (yes/no) and content of following fields describing specific psychiatric disorders.
i. Check for consistency between presence of neurological issues (yes/no) and the content of the following descriptive text field.
j. Check whether the number of specific SCID criteria labelled “yes” corresponds to the numerical variable detailing total number of criteria met, and that the severity classification matches the number of criteria.
k. Check if “yes/no” entries regarding use of medications in TLFB are consistent with subsequent info (i.e. “no” or “missing” followed by “n.a.” for remaining fields; “yes” followed by relevant information).
l. For alcohol use at follow-ups: check for discrepancies between days of use and number of standard drinks (e.g. if one is ‘0’, other should be ‘0’ as well; if one is >0, other should be >0 as well).
m. Check for discrepancies between presence of lapse/relapse and presence of alcohol use. At 2-week follow-up, if there is any lapse there should also be alcohol use, and if any relapse, at least 3 days alcohol use, while absence of lapse should correspond to 0 days use. At later follow-ups, prior lapse/relapse does not obviate the possibility of 0 days use in past 30 days, but absence of lapse is inconsistent with any alcohol use.
n. Check that lapse and relapse times, when registered at one follow-up, are then entered as the same values for subsequent follow-up fields.
o. Is there a reasonable correspondence between number of days tobacco use and number of cigarettes? Double-check TLFBs of any entries where number of cigarettes per day would be less than 1 or more than 30.
p. Are the number of days using illicit drugs consistent with the subsequent descriptive text field (i.e. “no” followed by “n.a.”; “yes” followed by drug use information consistent with number of days of use).
q. In service use sections, is there consistency between “yes/no” items, number of times using that service, and any subsequent fields describing specific service use episodes?
r. For service use at 3-, 6-, and 12-month follow-ups:
i. Where there are no previous follow-ups, are fields related to previous follow-ups entered as “n.a.”?
ii. If participant was currently in a relevant service at the previous follow-up, is this correctly registered?
iii. If participant is still in same admission (rehab or hospital inpatient) that they were in during the previous follow-up, is this simply noted as “yes” and further fields related to new admissions all just entered as “n.a.”?
s. In session craving ratings variables, check if there is consistency between “session referral for support” “yes/no” answer and subsequent text field.
t. Are session craving ratings entered for the same number of sessions as the participant completed?
4. Examine content in text fields (e.g. highest educational attainment, employment status, other classes of medications, other drugs, clinical notes) and discuss whether we want to create further categorical variables data based on these.

Data verification:
Following completion of data cleaning steps detailed above, the rate of remaining data entry errors will be assessed to test the accuracy of the data. For each field, a random selection of 10% of entries will be selected, and a separate spreadsheet will be created with only these values included (the “verification sample sheet”). These values will also be re-entered into a 3rd spreadsheet (the “re-entry sheet”, and excel will be used to detect discrepancies between the verification sample sheet and the re-entry sheet. Where discrepancies are detected, a researcher will examine the paper record and classify the discrepancy as either:
· Non-errors, where the original entry was correct, and the re-entry was incorrect or differed in a trivial way. (Trivial non-error differences only apply to some fields, e.g. non-categorical text fields where a slightly different wording was entered on re-entry, but conveyed essentially the same meaning).
· Non-trivial errors: errors in original entry that are genuinely incorrect
· Trivial errors (only applies to very restricted group of fields: number of standard drinks; Brief Situational Confidence Questionnaire (BSCQ) items; time to relapse or duration of treatment only where these are based on vague notes regarding participant self-report; and session craving ratings): a numerical difference of less than 5% that may be due to ambiguity in participant’s self-report and/or methods of calculation (e.g. calculation of standard drinks when it is unclear which specific brand or type of beverage the participant referred to; where assumptions were made to infer duration of treatment based on participant’s vague memory of timing of events), or minor measurement errors (calculating BSCQ and session cravings based on ruler measurements).
Detected errors (both trivial and non-trivial) will be corrected. For each field, rates of non-trivial errors will be calculated. For any field with a non-trivial error rate of more than 2%, complete double entry of that field will be conducted. 

Decisions about including data:
Following data verification, decisions will need to be made regarding possible exclusion of certain data before proceeding to analyses. This must be done before analysis or unblinding, so decisions are not biased by knowing what results may be lost or gained by excluding data. This will be overseen by a 3-person committee composed of John Reynolds, Joshua Garfield, and Antonio Verdejo-Garcia, who will adjudicate grey-area cases and set exclusion parameters where necessary:
1. Some measures may be invalidated by performance issues in some individual participants (e.g. inattention to task demands; impatiently responding in a manner not consistent with task goals or questionnaire content, such as rushing through a questionnaire without reading it properly to speed up completion). These issues may affect computerised assessment tasks (the VAS picture rating task, BART, and AAT) and some self-administered questionnaires (particularly ACQ and BSCQ). These measures will be examined for outliers (multivariate in the case of VAS, ACQ, and BSCQ, using Mahalanobis distance; univariate outliers for AAT and BART) or for clusters of scores that sit outside the main distribution (e.g. multi-modal distributions involving clusters of scores suspiciously separate from the rest). Criteria for exclusion of data for each measure will be set based on examination of the degree of deviation, according to these indices, that appears to correspond to “suspect” patterns of responding, or to session notes documenting researchers’ impression that a participant was not “honestly” engaging in the task.
2. For per-protocol analysis (restricted to those who completed 4 sessions), there will be a need to define what protocol deviations can be tolerated for inclusion. Regarding timing of sessions, if sessions are spread out over more than 4 days (e.g. if there was a 2-day gap between the 3rd and 4th session), this will be considered acceptable, as long as 4 sessions are completed during the same withdrawal admission. If sessions are spread over less than 4 days (e.g. if both a morning and an evening session were run on the same day to allow a participant to complete 4 sessions before discharge, following a decision to discharge earlier than originally expected), this will also be considered acceptable as long as there is no more than 1 day on which this occurs, and no more than 2 sessions run on that 1 day. In cases where sessions were interrupted by technical problems or external events, participants will be considered to have completed 4 sessions if they commenced at least 4 separate sessions, and the total number of trials completed over these sessions was at least 816 (i.e. 85% of the 960 trials one would complete in four 240-trial sessions).
3. Following application of these steps, session notes for each measure will be reviewed for any other data validity issues raised and the aforementioned committee will decide on these, with each decision clearly documented.

Data management of computerised measures
[bookmark: _GoBack]BART, VAS, and AAT data will be examined for outliers. For BART and VAS data, outliers will be identified at the individual level (univariate outlier for BART and multivariate for VAS), and criteria for exclusion of data will be set, if applicable, prior to unblinding. For the AAT, outliers will be examined both at the level of trials (to decide on criteria for exclusion of individual trials for being too fast or slow) and at the participant level (univariate for each of the 4 categories of pictures). For the AAT, participant data will be excluded from analyses if less than 75% of first responses to trials are correct and within the acceptable latency window (to be decided following examination of trial reaction time outliers) to eliminate those who are likely not attending well to task demands.


Statistical analysis plan (SAP)

Changes from the protocol
The protocol to which this SAP relates (version 4, dated August 1, 2017) states that we will conduct the primary outcome analysis on an intention-to-treat (ITT) basis, treating all participants who were randomised as having received their assigned condition, regardless of any deviation from, or failure to complete, the protocol following randomisation. It is necessary to clarify this further in this SAP, because an audit of the participant allocations conducted between September 19-24, 2018 (at which point 184 participants had been recruited) detected discrepancies between the executed allocations and the randomisation sequences programmed into the laptops being used to deliver the intervention. As noted in the protocol, the laptops were programmed so that, upon entering the participant number at the start of the intervention, the intervention programme would automatically assign the participant to the CBM or control condition according to the pre-programmed sequence. However, our audit comparing “as executed” participant allocations indicated in task files (containing stimulus and performance data, automatically generated after participants complete a session) in September 2018 discovered that 12 participants who, according to the pre-programmed randomisation sequence should have received the CBM condition, appeared to have received the control condition.
Further testing of the computer programme and examination of task files confirmed that the programme had malfunctioned for all 12 of these participants and delivered the control condition for all of these participants’ training sessions. We considered that the possibility of this type of software error was highly specific to the situation in which there were 2 different versions of the intervention, both of which were accessed through opening the same programme, and selected randomly according to the participant number, without any intervention by a clinician or researcher (other than typing in the participant number). We therefore concluded that this specific type of error would be extremely unlikely if the intervention were demonstrated to be effective and adopted in routine clinical practice, since there would be no reason to include a demonstrably-inferior “sham” version of the intervention in computer programmes used to deliver it, and even if multiple versions of the programme were present, selection of the appropriate version would presumably be performed deliberately by a clinician, rather than automatically according to a randomisation sequence. Thus, we decided it would be more scientifically valid, and more consistent with the spirit and intention of the ITT approach, to conduct the primary analyses using a modified ITT (mITT) approach in which we considered participants to belong to the condition they actually received (i.e. “as executed” by the computer), rather than the condition which they were supposed to be allocated to, according to the originally-generated randomisation sequence.

Definitions and general considerations
Time windows: 2-week follow-ups will not be conducted less than 14 days post-discharge. If a 2-week follow-up is accidentally conducted less than 14 days after discharge, and an outcome of abstinence is found, this will not be considered a valid observation. Typically, 2-week follow-ups are pursued until it has been 30 days since discharge, but in rare cases participants who have failed to complete the follow-up within this period have then contacted the researcher later (before the 3-month follow-up is due), allowing the follow up to be completed even later. Thus, any follow-up completed within 60 days of discharge will be considered a 2-week follow-up. Regardless of how late the 2-week follow-up is conducted, however, the primary outcome (abstinence during the first 2 weeks after discharge) will use only the data from the first 14 days of the time-line follow-back, so that a standard interval of time is assessed for every participant for this outcome. Other outcomes will be measured at the time the follow-up is conducted. Where 2-week follow-ups are missed, but a later follow-up is completed, questions regarding presence and timing of lapses to alcohol consumption since discharge are asked, and where the participant is able to report this information with sufficient clarity to determine whether or not a lapse occurred in the first 14 days post-discharge, this information will be used as data for the primary outcome.
Attempts to contact a participant for the 3, 6, and 12 month follow-ups will occur 3-4, 6-8, and 12-16 months following discharge, respectively. Any follow-up conducted 61-150 days post-discharge will be considered a 3-month follow-up. A follow-up conducted 151-300 days post-discharge will be considered a 6-month follow-up. A follow-up conducted 301-550 days post-discharge will be considered a 12-month follow-up.
There will be 2 analysis sets for outcome analyses: the modified intention-to-treat (mITT) set and the per-protocol set. The mITT set will include all participants who were allocated to a condition (i.e. who at least commenced the first session of training). The per-protocol set will include only those participants who commenced at least 4 sessions, completed at least 816 trials of training, and for whom there was no more than 1 day on which 2 sessions were run on the same day.

Addressing missing items in multi-item questionnaires:
· ACQ-SF-R: This is a 12-item scale with four 3-item subscales. Total scores for the scale and its subscales are the mean of the single items (after reverse-scoring of items 3, 8, and 11). Personal communication from the author of this scale suggested that when items are missing, they use the mean of the non-missing items as the total score (i.e. essentially imputing the mean of the non-missing items as the score for the missing item), but provided no guidance on the maximum acceptable number of missing items. In this study, we will only calculate subscale scores if at least 2 of the 3 items are non-missing, and will only calculate total score for the scale if at least 8 of the 12 items are non-missing. Otherwise, total (sub)scale scores will be considered missing.
· SADQ: Personal communication from the author of the scale suggested that the whole scale score should only be calculated if there are responses recorded for at least 18 of the 20 items, but suggested no method for imputing missing items if 1 or 2 items were missing. Where only 1 or 2 items are missing, linear regression, with the non-missing items entered as predictors, will be used to generate predicted scores for the missing item (based on the scores of participants for whom the relevant item was not missing). The predicted score will be rounded to the nearest whole number between 0-3 before calculating a total score for the scale.
· BSCQ: Scores on this scale will be calculated based on the mean score of the 8 items. In addition, two 3-item affect-based subscales will be calculated: a “negative affect” subscale consisting of items 1, 2, and 6; and a “pleasant/social affect” subscale consisting of items 3, 7, and 8. Whole scale scores will not be calculated unless at least 6 items are non-missing, and affect subscale scores will not be calculated unless at least 2 items are non-missing. Where items are missing, linear regression, using all non-missing items in the measure, will be used to generate predicted scores for missing items (based on the scores of participants for whom the relevant item was not missing), which will then be used to calculate scale scores.

Addressing missing data:
We anticipate that rates of missing data for reasons other than failure to complete follow-ups will be low, and analyses involving moderators/covariates will be run using complete case analyses (i.e. without imputation of covariates, moderators, or outcomes).

Statistical analysis of main outcome:
The primary outcome is abstinence during the first 14 days post-discharge, assessed at the first follow-up.  In the mITT analysis of the primary endpoint, the divisor for the proportion of abstinent participants in an arm will be the number randomised to that arm and individuals for whom alcohol use during the first 14 days post-discharge was not assessed, for any reason, will be deemed to not be abstinent. These proportions will be compared using a two-sample binomial test (two-sided α=0.05) and a 95% confidence interval for the difference in the proportions will also be reported. The Cochran-Mantel-Haenszel Test, stratified by site, will be conducted as a supportive analysis. In a further supportive analysis of the primary endpoint, participants who complete fewer than 4 training sessions or who miss the 2-week assessment, will be excluded from the denominator (and the numerator) when the proportion of abstinent patients is calculated in each arm. This “per-protocol” analysis will use the same statistical methods as the mITT analysis. The moderating effect of baseline approach bias score on abstinence/relapse in the two weeks post discharge (i.e. the primary outcome) will be investigated by logistic regression models that include baseline scores as covariates in the model and tests of the significance of the two-way interaction of treatment arm with the covariate will be conducted. A similar approach will be used to test for a moderating effect of impulsivity, as measured by the BART.

Statistical analysis of secondary outcomes:
Assessments of abstinence in the 30 days prior to each of the 3, 6 and 12 month follow-ups will also be analysed in the same way as the mITT analysis of the primary (2-week) endpoint – participants not assessed for any reason will be deemed to not be abstinent. In a supplementary analysis of all available follow-up assessments (from 3 to 12-months), that assumes any missing follow-ups are missing completely at random, a logistic regression analysis, using the method of generalized estimating equations (GEE), will be used to compare the arms, and changes over time in the arms, adjusting, if need be, for sites. An additional supplementary, missing not at random (MNAR), analysis will use a Bayesian approach, and Markov chain Monte Carlo (MCMC) to jointly model abstinence and missingness. The model will include a random effect for each participant and minimally-informative, normal prior distributions for parameters in the logistic models for abstinence and missingness. Parameter estimates and their associated 95% credible intervals, based on posterior distributions, will be reported. The MNAR approach will also be used to investigate the moderating effect of the baseline approach bias score. Additional exploratory analyses, also using the MNAR approach, will investigate adjusting the estimated difference between the arms for such covariates as age, gender, and severity of alcohol dependence score.
Continuous-scale outcome measures, and ordinal scale outcomes that have 5 or more ordered categories, will be analysed using mixed models, and the restricted maximum likelihood (REML) method, with random effects for participants and assessments within participant, and fixed effects for treatment arm, time and baseline covariates. Diagnostic plots of residuals will be examined and, if required, analyses will be conducted using a variance-stabilising transformation such as the log transformation or the empirical logit transformation.
To determine the economic feasibility of CBM, in terms of savings to the treatment system (evidenced by fewer repeat inpatient detoxifications and episodes of acute health service use at the 12-month follow-up), summary statistics for the whole 12-month follow-up period will be calculated from service use data collected at each follow-up (e.g. number of emergency department admissions at each follow-up will be summed to produce a total for the entire follow-up period, etc.), and costs of this treatment will be estimated. We will compare net spending (cost of CBM intervention + cost of further detoxification/acute health service use for each participant) in the CBM group to net spending (cost of further detoxification/acute health service use) in the control group. Since not all participants will complete their 12-month follow-up exactly 365 days following discharge, cost estimates will be converted according to the formula “365 x (cost/d)”, where “d” is the number of days between discharge and the final follow-up, to standardise cost estimates to a 365 day period. Using this formula will also allow inclusion of data from participants who complete the 3- and/or 6-month follow-up, but who fail to complete a 12-month follow-up, with “d” meaning the number of days between discharge and the final follow-up in these cases. However, these cases will be weighted in analyses (weighting = 0.25 or 0.5 if the final follow-up was the 3-month or 6-month, respectively) to reflect the fact that cost data were generated from a substantially shorter period of time and therefore may be less reliable. Data from participants who only completed the 2-week follow-up will not be included in these analyses. The statistical significance of the difference between the groups in estimated costs will be assessed with a t-test and a variance-stabilising transformation, such as the logarithm, will likely be required.
For cue-induced wanting, outcomes will be assessed with a repeated measures ANOVA assessing within-subjects variables of ‘time’ (pre-training/post-training), ‘picture-type’ (alcohol/non-alcohol), and ‘novelty’ (used in training/not used in training), with the between-subjects conditions of ‘group’ (CBM/Control). This will be followed up by separately testing effects of time, picture, type, and group at each level of novelty, i.e. conducting separate analyses for those images that were used in training and for those images that weren’t, to examine generalisability.

Additional exploratory analyses:
To explore cross-sectional associations between approach bias and other measures relevant to alcohol cravings and dependence severity, we will use linear regression modelling to test whether baseline approach bias is predicted by measures including ACQ-SF-R, BSCQ, single-item VAS craving ratings, SADQ, number of previous withdrawal admissions, age of onset of alcohol problems, mean standard drinkers per drinking day, BART score. These analyses will utilise baseline data collected before randomisation, and thus use the whole sample. These analyses will also inform selection of measures to use in further potential exploratory analyses, which may include:
· Testing the hypothesis that BSCQ scores should increase following CBM training, and exploring whether any increase is specific to items measuring ability to resist drinking in response to pleasant vs. unpleasant affect, or to item 5 which is related to urges and cravings rather than affective situations. To this end, a repeated-measures analysis of variance will be conducted with time (pre vs. post-training) as the within-subjects independent variable and group (CBM vs. control) as the between-groups variable, testing BSCQ scores averaged across all items. To explore whether any such effects are specific to “pleasant” or “unpleasant” items, or item 5, this analysis will be separately conducted on the 2 affective subscales and item 5. In addition we propose to use structural equation modelling to test whether post-training BSCQ score mediates the effect of CBM on abstinence after discharge, and whether any such mediation effect is moderated by pre-training BSCQ score.
· Testing the hypothesis that CBM training should cause reduced ACQ-SF-R scores. For post-training ACQ-SF-R scores, this will be conducted using repeated-measures analysis of variance (RMANOVA) with time (pre vs. post-training) as the within-subjects independent variable and group (CBM vs. control) as the between-groups variable, testing ACQ-SF-R scores averaged across all items. Further exploratory analysis will test whether CBM’s impacts are specific to certain ACQ-SF-R subscales by testing ACQ subscales separately. In addition we propose to test whether CBM’s impact on likelihood of relapse is mediated by change in ACQ-SF-R scores, using a similar structural equation modelling approach as mentioned above for the BSCQ. ACQ-SF-R scores at follow-ups will also be analysed using RMANOVA with time (2-week, 3-month, 6-month, 12-month) as the within-subjects variable and group as the between-groups variable (adjusting for time to follow-up if necessary, as there will be some variability in the interval between discharge and follow-up, which may also affect craving scores). This analysis will be conducted separately from the analysis of scores collected during the detoxification admission because the different method of collection (self-administered using a visually-presented Likert scale in detox vs. interviewer-administered using a numerical scale at follow-up) may alter the psychometric properties of this scale.
· Testing whether declines in approach bias mediate the effects of CBM on alcohol use, using structural equation modelling.

In addition we also intend to explore other operationalisations of the alcohol use outcome, as well as other minor secondary outcomes including:
· Testing the hypothesis that CBM may reduce alcohol consumption at follow-ups among non-abstainers, using continuous measures (i.e. proportion of days measured by the TLFB on which there was alcohol consumption; average number of standard drinks per day). For each post-discharge time-point, non-abstinent participants will be included in a RMANOVA analysis with time (baseline vs. follow-up) as the within-subjects factor and group as the between-subjects factor.
· Testing the hypothesis that CBM delays time to first lapse (defined as number of days between discharge and first use of any alcohol) and relapse (defined as first time alcohol is consumed for 3 consecutive days). This will be conducted using Kaplan-Meier analysis or, if other variables are found to moderate the effect of CBM on abstinence, these variables, and their interaction with group, will be entered into Cox regression analysis.
· The single-item craving visual analogue scale (VAS) ratings will be explored with a 2 (group; between-groups) x 4 (day; within-subject) x 2 (pre/post-session; within-subject) repeated measures ANOVA to test the hypotheses that:
· Cravings tend to decrease over the 4 sessions (main effect of day).
· Cravings tend to increase between the pre-session and post-session ratings during the earlier sessions, but the degree of this within-session increase decreases over the course of the 4 sessions of training (2-way interaction between day and pre/post timing).
· CBM training is associated with a greater decrease in cravings over the 4 sessions (2-way interaction between group and day), and with a reduced tendency for there to be increases in cravings between pre- and post-session ratings (2-way interaction between group and pre/post timing; also possibly a 3-way interaction if CBM leads to a more marked tendency for within-session increases in craving to be reduced/reversed over the 4 days of training).
· Exploratory analysis of whether participants’ task ratings differ by group, particularly to test the hypothesis that participants in the CBM group will tend to agree more strongly than those in the control group that the task reduced their cravings. For the purpose of this analysis, responses will be recoded as: “strongly disagree” = 1; “disagree” = 2; “unsure” = 3; “agree” = 4; “strongly agree” = 5, and this variable will then be analysed with a t-test.
· If sufficient participants who have drugs of concern other than alcohol are present in the dataset, we will explore the hypothesis that CBM’s reduction of alcohol use will have flow-on effects of reducing use of other drugs of concern as well, using the same analytical methods as proposed for analyses of post-discharge alcohol consumption.
· To examine whether the effects of CBM depend on other participant characteristics, we intend to examine whether other factors moderate the effects of CBM, including demographic variables (e.g. age, sex); clinical treatment-related characteristics (e.g. number of previous acute withdrawal treatment episodes; use of certain classes of psychiatric and anti-craving medications; engagement in further treatment following discharge, presence of certain psychiatric diagnoses; indicators of craving and dependence severity such as ACQ and SADQ scores; presence of other drugs of concern).
· We will examine whether abstinence at the first follow-up (2 weeks) mediates any effect of CBM on abstinence at later follow-ups (3, 6, and 12 months) to test whether avoiding early lapse is vital for any ongoing benefit from CBM, or whether people continue to benefit from CBM at later times even despite earlier lapses.
· Finally, we will explore, using structural equation modelling, whether engagement in further supportive AOD treatment following discharge (e.g. AOD counselling or rehab) mediates the effect of CBM on alcohol use, considering the possibility that CBM may facilitate post-discharge treatment engagement by reducing cravings or preventing relapse long enough for them to commence other treatments, and this post-discharge treatment may then confer additional benefits.


Table 1. Demographic and clinical characteristics of the sample at baseline
	
	Whole sample (N=)
	Control group (n=)
	CBM group (n=)

	Age (mean, SD)
	
	
	

	Gender (% male)
	
	
	

	Born in Australia (%)
	
	
	

	Aboriginal or Torres Strait Islander (%)
	
	
	

	Years of completed education (mean, SD)
	
	
	

	Currently employed (%)
	
	
	

	Current unstable housing (%)
	
	
	

	Age at which alcohol use became problematic (mean, SD)
	
	
	

	Any previous acute withdrawal episodes (%)
	
	
	

	Current drugs of concern other than alcohol and tobacco (%)
	
	
	

	Current daily tobacco smoker (%)
	
	
	

	Substance use disorder in first degree relatives (%)
	
	
	

	Current psychiatric diagnosis (%)
	
	
	

	Number of SCID criteria met (mean, SD)
	
	
	

	SADQ score (mean, SD)
	
	
	

	Number of days alcohol consumption in 30 days prior to admission (mean, SD)
	
	
	

	Number of standard drinks consumed in 30 days prior to admission (mean, SD)
	
	
	

	Number of CBM sessions commenced (mean, SD)
	
	
	


CBM: cognitive bias modification; SADQ: severity of alcohol dependence questionnaire; SCID: structured clinical interview for the DSM-5; SD: standard deviation; 


Table 2. Percentage follow-up rates and reasons for loss to follow-up
	
	control group
	CBM group
	2
	p

	2-week
	
	
	
	

	completed
	
	
	
	

	withdrawn/declined
	
	
	
	

	imprisoned
	
	
	
	

	deceased
	
	
	
	

	failed to contact or complete/unknown
	
	
	
	

	3-month
	
	
	
	

	completed
	
	
	
	

	withdrawn/declined
	
	
	
	

	imprisoned
	
	
	
	

	deceased
	
	
	
	

	failed to contact or complete/unknown
	
	
	
	

	6-month
	
	
	
	

	completed
	
	
	
	

	withdrawn/declined
	
	
	
	

	imprisoned
	
	
	
	

	deceased
	
	
	
	

	failed to contact or complete/unknown
	
	
	
	

	12-month
	
	
	
	

	completed
	
	
	
	

	withdrawn/declined
	
	
	
	

	imprisoned
	
	
	
	

	deceased
	
	
	
	

	failed to contact or complete/unknown
	
	
	
	





Table 3. Logistic regression model testing the moderating effect of baseline approach bias on the effect of CBM on abstinence during the 2 weeks following discharge.
	Predictor
	beta
	p
	Exp(B)
	95% CI

	group
	
	
	
	

	approach bias
	
	
	
	

	approach bias * group
	
	
	
	



Table 4. Logistic regression model testing the moderating effect of baseline BART score on the effect of CBM on abstinence during the 2 weeks following discharge.
	Predictor
	beta
	p
	Exp(B)
	95% CI

	group
	
	
	
	

	BART score
	
	
	
	

	BART * group
	
	
	
	





Proposed figures:
1. Proportion of participants in each group reporting abstinence during the first 14 days following discharge (simple 2-bar graph with one bar for each group, y axis showing percentage).
2. Proportion of participants reporting abstinence at 3, 6, and 12-month follow-ups (line graph with separate line for each group, x axis showing time, and y axis showing percentage)
3. Survival curves for lapse/relapse outcome (graph displaying results of Kaplan-Meier/Cox regression analyses, with one curve for each group, time displayed on the x axis, and proportion not yet having (re)lapsed since discharge displayed on the y axis; may be 2 graphs if there is a good reason to show analyses for both ‘lapse’ and ‘relapse’ outcomes, or we may just choose to display the most illustrative outcome if results are very similar).
4. Cost to health system in the year following discharge (simple 2-bar graph with one bar for each group, y axis showing cost).
5. Changes in picture-induced ‘wanting’ ratings (2 separate panels, one for each group, each panel containing 4 lines (familiar alcohol pictures, novel alcohol pictures, familiar non-alcohol pictures, novel non-alcohol pictures), x axis shows time (before vs after training), while y axis shows mean rating.
6. Change in ACQ-SF-R scores between pre- and post-training assessments. (Line graph with separate lines for each group and 2 time-points on the x axis and cravings core on the y axis. If there are significant differences between subscales, or an interaction involving subscale and group, a supplementary 4-panel version of this graph may be produced with separate panels for each subscale.)
7. ACQ-SF-R scores at follow-ups. (Line graph with separate lines for each group, 4 time points on the x axis corresponding to the 4 follow-ups, and mean ACQ-SF-R score displayed on the y axis). If relevant, a supplementary 4-panel version of this graph will be produced showing each subscale of the ACQ-SF-R separately.)
8. BSCQ scores before and after training. (Line graph – depending on results it will either display just 2 lines (one for each group) or 4 lines (broken down by group and subscale). The x axis will display the 2 time points (before vs. after training) and the Y axis will show mean BSCQ score.)
9. Approach bias before and after training. (Line graph with separate lines for each group, with pre- and post-training time-points indicated on the x axis and approach bias score indicated on the y axis.
10. Single-item craving visual analogue scale ratings. (Composite line graph with 4 consecutive pairs of lines arranged horizontally, separate lines for each group. Thus, there will be 8 points on the x axis (session 1 pe-training; session 1 post-training; session 2 pre-training; …), but only the pre- and post-training points for each session will be connected with a line, i.e. no line connecting the post-training score to the pre-training score of the next session. The y axis will display the mean VAS craving rating.)
11. Participants’ ratings of the training task. (3 pairs of pie charts, one pair for each of the 3 ratings, and one chart for each group within each pair, showing the proportion of participants who “strongly agree”, “agree”, “unsure”, “disagree”, and “strongly disagree” with each statement.)
